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ABSTRACT
The new generation of generative AI models offers interactive
opportunities that may fulfill long-standing aspirations in human-
computer interaction and open doors to new forms of interaction
that we have yet to imagine. The UIST community has a unique
vantage point that can lead to critical contributions in envisioning
a future of interactive computing that appropriately leverages the
power of these new generative AI models. However, we are only
just beginning to understand the research area that exists at the
intersection of interaction and generative AI. By bringing together
members of the UIST community interested in this intersection,
we seek to initiate discussions on the potential of generative AI
in architecting new forms of interactions. Key topics of interest
include the exploration of novel categories of interactions made
possible by generative AI, the development of methods for enabling
more powerful and direct user control of generative AI, and the
identification of model and architecture requirements for generative
AI in interaction literature. The workshop will foster community
building and produce concrete deliverables, including a research
agenda, model/architecture requirements, and a simulated debate
generated by a generative agent architecture.

CCS CONCEPTS
• Human-centered computing→ Human computer interac-
tion (HCI); Interaction design; • Computing methodologies→
Artificial intelligence; Natural language generation.
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1 INTRODUCTION
Generative AI has made waves. Models ranging from ChatGPT [4],
LaMDA [7], Stable Diffusion [3], and Make-A-Video [6] are now
familiar to many and used for generating content across various
modalities on the web. Their recent prominence owes much to their
seemingly emergent capabilities that encode rich context about us
and the world that we inhabit, and synthesize that context in non-
trivial manners when prompted to do so in natural language [8].
This richness of the new generation of generative AI models and
their low entry threshold offer significant interactive opportunities
between humans and computational tools [1, 2]. We posit that
some of these opportunities will fulfill long-standing aspirations in
human-computer interaction, such as the creation of sophisticated
model human processors, others will open doors to new forms of
interaction that we have yet to imagine, and still others will create
both frustrations and harms to people.

In the face of these opportunities, and the technical and societal
challenges they inevitably bring, we have to ask: how ought we to
shape a future of interactive computing powered by generative AI
to have a lasting positive impact in augmenting human capabilities?
Various academic and open-source communities have begun explor-
ing the intersection between human factors and generative AI, with
a focus on benchmarking the out-of-the-box capabilities of these
new models. However, it is the UIST and broader HCI communities,
who bear a long tradition of formulating innovative and sometimes
unexpected modes of interaction with intelligent systems, who
have a unique advantage in envisioning how generative AI models
can empower new forms of human-computer interaction.

This workshop aims to bring together the UIST community mem-
bers who are interested in using generative AI to develop innovative
forms of interaction. Our objective is to initiate a discussion that
will establish the groundwork for future contributions in this field.
We specifically seek researchers who are exploring the following:

(1) Usage of generative AI: What are the novel categories of
interactions that can be enabled by generative AI, and how
do they contribute to the existing literature on interaction?

(2) Controllability: How canwe enable more powerful and direct
user control of generative AI models and their outputs?

(3) Model and architecture requirements: What assumptions or
capabilities of generative AI models and their associated ar-
chitectures do we need to consider in order to formulate new
forms of interaction and establish reproducible evaluation
techniques?
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In addition to community building and the proposed activities,
we will produce three concrete deliverables: 1) a research agenda for
the field, 2) a set of model/architecture requirements for generative
AI models used in interaction literature, and 3) a simulated debate
between the participants on the aforementioned topics generated
with the generative agent architecture [5].

2 WORKSHOP PLANS AND GOALS
Our one-day workshop will include in-person activities on the
day of the workshop, as well as remote activities conducted in
preparation for the workshop.

2.1 Preparatory Activities
2.1.1 Application form. Potential participants will fill out an on-
line form where they will be asked to provide links to their past or
current work related to the topics addressed in the workshop, or to
write a paragraph explaining their interests and current work rele-
vant to the workshop. The selection process will be based on their
unique expertise at this intersection and the diverse perspectives
they can bring to the workshop. We will advertise the opportunity
for participation not only within the UIST community but also
within broader AI venues.

2.1.2 Survey. The participants will be asked to fill out an optional
30-minute online survey that explores their positions on the re-
search topics to be discussed during the workshop. The organizers
will collect the survey responses in order to create a generative
agent [5] as part of one of the workshop activities that argues on
behalf of each participant, reflecting their perspectives on the field.
These generative agents will be deployed in a simulated debate,
where they will act as proxy debaters representing their respective
participants. The simulated debate will be played during a work-
shop session, serving as a catalyst for discussions on the current
potentials and limitations of generative AI techniques.

2.2 Workshop Activities
2.2.1 Lightning talks. The first morning session of the workshop
will be a 2-minute lightning talk from each participant. They will
be asked to introduce themselves and present their interests or
a project that they are currently working on. During these talks,
participants may discuss a range of topics, such as interactions and
systems they have constructed using generative AI, the challenges
they encountered, or ideas for future research. To maintain momen-
tum and engagement, we will adopt an ignite-style format, where
slides will automatically advance every 2 minutes.

2.2.2 Morning breakout session. The second morning session will
consist of a breakout session, where participants will form sub-
groups focusing on two of the topics mentioned in the introduction.
They will explore interesting opportunities and challenges within
each area. Here are potential aspects that each subgroup may cover:

(1) Reciprocal impact [2]:
• What are the categories of interactive applications that
could benefit from generative AI?

• How might interactive applications lead to changes in the
architecture of generative AI models?

(2) Controllability

• How can we ensure that generative AI models accurately
reflect the intentions of human users?

• How can we create intuitive interfaces that empower users
to control and guide the output of these models?

At the conclusion of the breakout session, we will reconvene as a
whole group to share the discussions that took place within each of
the subgroups. Building upon the insights gained from the subgroup
discussions, we will explore the technical model and architecture
requirements necessary for creating the desired interactions and
their evaluations, striving to address key questions such as: How
do different tasks interact with model errors? What level of model
latency is deemed acceptable for various tasks? In which areas is it
crucial to have replicable model output?

2.2.3 Afternoon debate. The afternoon sessionwill feature a debate
involving the generative agents acting as proxies of participants.
While we hope this will be humorous and enjoyable in its own
right, the hope is that hands-on experience trying to shape your
own generative agent to represent you correctly will highlight the
challenges with control of generative models. This simulation will
delve into the opportunities, as well as the technical and societal
challenges associated with building interactions using generative
AI. The organizers will create these agents based on the participants’
survey responses and pre-simulate the debate. During the simula-
tion, participants will be encouraged to read aloud their generative
agents’ lines, and try to adjust the prompts given to their model
in order to improve its debate performance. Subsequently, we will
reconvene as a group to engage in a discussion centered around the
interactive opportunities and challenges that the simulated debate
has stimulated.

2.2.4 Research agenda. In the penultimate session of the workshop,
we will collaborate to create a research agenda that draws inspira-
tion from the workshop. This agenda will encompass various topics,
including identifying immediate research questions and long-term
goals for the field. We will deliberate on the direction in which we
are heading and strategize on how to reach our goals. We will also
explore challenges that need to be addressed and determine which,
if resolved, would have transformative effects on our field. Finally,
we will examine the temporary attributes of current generative AI
models that are unlikely to stand the test of time.

2.2.5 Keynote. The final session will feature a keynote from Will
Wright, renowned game designer and creator of The Sims and Sim-
City, and Lauren Elliott, co-designer of the Where In The World
Is Carmen Sandiego series of games. Leveraging their expertise in
designing immersive open worlds, Wright and Elliott will explore
the practical implications of incorporating generative AI into in-
teractive experiences. They will discuss how these AI models can
enhance user engagement, foster creativity, and facilitate collabo-
rative storytelling. The speakers have confirmed their attendance.

2.3 Follow-up
We will also include summaries or opinion pieces from the partici-
pants on our workshop website.
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